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In this paper, we consider the spread-out oriented bond percolation models in 
Zdx Z with d> 4 and the nearest-neighbor oriented bond percolation model in 
sufficiently high dimensions. Let r/,, n = 1, 2 ..... be the random measures defined 
on R a by 

r/.(A)= ~ IA(x/v/n)l{~o.o)~(x..)l 
x ~ Z  a 

The mean of ~/., denoted by ~n, is the measure defined by 

,L(A) = E.[n.(A)] 

We use the lace expansion method to show that the sequence of probability 
measures [~,(Ra)]-lrT, converges weakly to a Gaussian limit as n ~  ~ for 
every p in the subcritical regime as well as the critical regime of these percola- 
tion models. Also we show that for these models the parallel correlation length 
~(P) ~ IPc-Pl - ~  as pTpc. 

KEY WORDS: Oreinted percolation; connectivity function; lace expansion; 
infrared bound; Gaussian limit; critical exponent; parallel correlation length; 
mean-field behavior. 

1. M O T I V A T I O N  A N D  M A I N  RESULTS 

Cons ide r  the i n d e p e n d e n t  Bernoul l i  o r i en ted  b o n d  pe rco la t ion  mode l s  

defined on  the ( d +  1) -d imens iona l  lat t ice Z d X  Z as follows. D r a w  for each  

o rde red  pa i r  of  sites {(x, n), (y, n + 1)} in Z a x  Z an or ien ted  b o n d  f rom 
(x, n) to (y,  n +  1). Let  each o r ien ted  b o n d  be independen t ly  open  with  
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probability Px.:, and closed with probability 1 - Px.y- We assume the trans- 
lation invariance and the symmetry by requiring that p.~.:, = p:,,.,. = Po, y-x.  
Main results in this paper will be devoted to the following situations: 

(I) Nearest-neighbor model: 

Po.x = otherwise 

where ]xl is the Euclidean length of x. 

(II) Spread-out models: Po.x = pg(x/L)L ,i, where the function g is 
nonnegative and is defined on Ra such that 

1. ~R,~g(x) dx= 1. 
2. g has compact support. 

3. g is invariant under rotations by ~/2 and reflections in the coor- 
dinate hyperplanes. 

4. Otg(x) is piecewise continuous and ~ IOZg(x)l dx < ~ .  
5. g(x), dig(x) are continuous at 0 and g(0)>  0. 

Here 0 t means 1-L,~/~3~, for I c  {1, 2 ..... d} and is interpreted as a ditribu- 
tion. Notice that the spead-out models include the ones in which g(x)= 
c,llllxl<~/21 [-here c a is a normalization constant such that ~R~g(x)dx= 1]; 
i.e., in terms of their bond densities. 

Po.x= {oCd L-a  if otherwise[Xl<~L/2 

It is commonly believed that the spread-out models belong to the same 
universality class as the nearest-neighbor model. 

The probability and the expectation of the model with bond density 
{Po..,-} will be denoted by Pp, Ep, respectively. Declare that (x, n) can be 
reached from (y, m) if there is an open path connecting (x, n) from (y, m); 
i.e., there is a sequence of sites (u0, no) = (y, m), (ul, nl) ..... (uj, n j )=  (x, n) 
such that for each i = 1  ..... j the bond {(Ui_l,ni_~), (u~,n~)} is open. 
Denote this event by {(y, m ) ~  (x, n)}. For convenience, we denote the 
connectivity function Pr((0, 0) ~ (x, n)) by ~o(x,n) and assume that 
(o(0, 0) = 1; i.e., a site is connected to itself. We also use ~(x, n) to denote 
~o(x, n ) -  llo.o)(X, n), where lo,.,,,(x, n) means 1 if (y, m) = (x, n) and 0 
otherwise. We then introduce the Fourier-Laplace transform (here and 
from now on we use Y'+,.,,~ to denote ~.,.,,,)~z,t~,z whenever there is no 
ambiguity) 

~o(k,u+it)= ~ e"~"+i')ei~~ cp(x,n) (1) 
(x,n) 
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for every (k, t) e [ - r t ,  It] a x E-re ,  re] and u ~ ( -  0% mp) , where e mv is the 
radius of convergence of the power  series, expanded with respect to e--, 
z = u + it, of ~b(O, z). Clearly qS(k, z) = ~(k,  z) + 1. 

The quanti ty m v has been known as the mass gap or the inverse of the 
parallel correlation length ~(p), which is defined by 

n 
~ ( p ) = -  lim (2) 

. . . .  log Z,,(0) 

where Z , , ( k ) = Z x ~ z ,  e ik~q~(x,n) .  From (2) it follows that e '/r is the 
radius of convergence of the series defined by q3(0, u). 

Note  that the limit on the r ight-hand side of the above equat ion exists 
due to the following submultiplicative property:  

Z, , (O)<~Z, , , (O)Z . . . . .  (0) fo revery  m e { 0 ,  1,2 ..... n} (3) 

[To  show (3) we observe that  if (0, 0) --* (x, n), then for any m e  {0, 1 ..... n} 
there exists a (y,  m)  e Z d x  Z such that (0, 0) ~ (y, m) and (y, m) --* (x, n); 
hence, 

P,((o, o) --, (x, n)) <~ Y. Pp((O, O) - ,  (y, m)) P , ( ( y ,  ,77) ~ (x, n)) 
y E Z d 

We then sum over x e Z a both sides of the above inequality to obtain (3).-I 
Let Co = { (x, n) e Z a • Z: (0, 0) --* (x, n) } and set I Col = the number  of 

sites in Co. Using the Fubini  theorem, we can see that  

E p ( l C o l ) = E p ( ~  1 ,c,..,o e col) 
.% 

= ~ E,,,(1.~c,~.,,~co~) 
(x.n) 

= ~b(O, O) (4) 

Since Ep( I Col ) is nondecreasing with respect to p, we can define the critical 
point 

Pc = sup{p:  Ep([Co[) < oo } 

Notice that we only consider p e (0, Pmax], where 

Pmax= L d [ s u p {  g(x):  x e Zd}  ] -1 

for the trivial reason that sup{po.x: x e Z  a} ~< 1. It is not hard to show that 
P,. < P ... .  . Lower  bounds for p,. can be obtained, as we can see below. 

822/78/3-4-12 
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For the spread-out models, by overcounting the paths connecting 
(x, n) from (0, 0) we can show that 

where 

r n) <~ (P/Pz.)" G(x, n) 

Pt. = (x/L) L - d  
X 

(5) 

and G(x, n) is the n-step transition function Prob(S,, = x) of the random 
walk S, = ZT= 1 Xi in which Xi are i.i.d, with 

E(eikx')=Dl.(k)=-pt. ~ g(x/L) L -de  ik'x 
x ~  Z d 

Suming both sides of (5) over (x, n) E Z a x Z, we have for p < PL 

~o(x, n) <~ ~. (P/Pz)" G(x, n) < oo (6) 
(x.n) (x,n) 

Then (6) shows that pL<~ Pc. 
Similarly, for the nearest-neighbor model, if p ~< 1/(2d) then we also 

have 

~0(x, n) ~< (2dp)" G .... (x, n) 

where G .... (x,n)  is the n-step transition function of the simple random 
walk; hence, 1/(2d) ~< Pc. 

R e m a r k  1. It is not hard to use the results of ref. 17 to show that 
Pc = 1/(2d)+ O(1/d2), which is, however, weaker than the result shown by 
Cox and Durrett ~7) for an analogous nearest-neighbor oriented bond per- 
colation model on Z a [in this model each site x e Z d is branching out to 
d positively oriented bonds (x, x + e~), where {eu;/~ = 1 ..... d} are d canoni- 
cal unit vectors in Z a, instead of 2d bonds, and each oriented bond 
(x, x + e , )  is independently open with probability p and closed with 
probability 1 - p ]  that the critical probability pc(d) behaves asymptotically 
a s  

d - l  + �89 + o(d-3) ~< pc(d) <~ d-~ + d -3 + O(d -4) 

It is easy to see that if mp > 0, then Ep(ICol) < ~ .  The converse of this 
can be shown by using the Simon-Lieb correlation inequalities for percola- 
tion as discussed in ref. 8. Thus 

mp>O iff Ep(ICol)< ~ (7) 
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In addition, one can apply Aizenman and Newman's technique t2~ to show 

Ep(ICo[)=oo and m p = 0  if P=Pc 

Furthermore, it is well known from ref. 1 or ref. 16 that 

(8) 

Pc = inf{p: Pp(I Col = oo) > o} 

and from ref. 4 that 

(9) 

Pp(ICol = oo)=  0 if P=Pc 

In our earlier paper t~7) we applied the lace expansion method to 
obtain the Aizenman-Newman triangle condition (see refs. 2 and 3 for dis- 
cussions on the triangle condition) and the following mean-field behavior. 

Theorem 1. For the nearest-neighbor independent Bernoulli 
oriented bond percolation model defined on Zdx Z with sufficiently high 
dimensions d~> do and for the spread-out bond percolation models defined 
on Zdx Z, d >  4, with sufficiently large L/> Lo, we have 

where 

E 
l~<n~<oo 

Ep(ICol)~(pc-p)  -y as 

Ep(lCol)~(pc-p)  -~ as pTpc 

Pp( lCo l=~) ,~ (p -pc )  ~ as p i p e  

Ppc([Co[=n)(1--e-"h),-,h 1/2 as hJ, O 

Ep(lCo['+~)/Ep(]Co[')~(pc-p) -2 as pTpc 

pTpc means that there are positive 
constants KI, K z such that K~(pc-- p)-r <~ Ep(lCol) <~ K2(pc--p) -y, and 
similarly for the others. 

It was predicted by many physicists "8"9) that, in addition to the critical 
behavior described in Theorem 1, the critical exponent defined by ~(p) also 
takes the mean-field value, i.e., as p T pc 

~(p)~ Ipc-p1-1 (10) 

for the nearest-neighbor (and for the one that is of the same universality 
class; e.g., the spread-out) oriented percolation model in dimensions d >  4. 
The following theorem shows that this is indeed the case for the models 
described therein. 
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T h e o r e m  2. For the spread-out independent Bernoulli bond 
oriented percolation models defined on Z a x  Z with d >  4 and sufficiently 
large L >~ L~ >/Lo we have the following infrared bound: 

I~(k, m,,-s+it)l  <~ L2 (11) 
c~ Ikl=+c21tl+c31sl 

where Cl, c2, c 3 are strictly positive constants, uniformly with respect to 
pc (0 ,  p,.], (k, t )6 [-r~,  rc]dx [--~,  r~], and s t ( 0 ,  1]. 

Also for the nearest-neighbor oriented bond percolation model in 
sufficiently high dimensions d>~dl>~do>4, the same bound holds with 
ci, c2, Ca, L replaced by c~, c~,, c~, I, respectively. 

To see why Theorem 2 implies (10), we insert s=mp,  k = 0 ,  t = 0  in 
(11) to obtain, for any p in a sufficiently small neighborhood below p,,, 

1 
Ep(I Col) = r 0 ) ~ < - -  (12) 

C 3/77p 

On the other hand, from the submultiplicative property of Z,,(0) we have 

e "m,~Z,,(0) (13) 

Summing over n the above inequality, we obtain for 0 < p < p,, 

1--e  .... p ~ e ...... p~ Z,,(O)=Ep(ICol) (14) 
n=O n=O 

Observing from Theorem 1 that e,(IC01)- Ipc-pl -1 as p T Pc, we obtain 
(10) from (14) and (12) since ( 1 - e  .... p)-t ~>const.mp-l. 

R e m a r k  2. The bound (l l) is an improved version of inequality (5) 
of our earlier paper. (tT~ 

R e m a r k  3. The parallel correlation length of oriented percolation is 
not analogous to the usual correlation length of unoriented percolation, 
because the isotropic property holds only for the unoriented system. In 
fact, it was shown by Hara it~ that the correlation length of the connec- 
tivity function of unoriented percolation behaves as I p - p c l - l / 2  when 
p~p,..  

Furthermore, we define 

~/,,(f)= ~" f (x /x /~O l{(o.o,~c,..,,, } 
x r Z d 
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for every bounded Borel function f :  R d ~ R. We think of q,, as the random 
measures defined by q,,(A)= q,,(l~) for every Borel A ~ R d. The mean of 
r/,,, denoted by q,,, is the masure defined by 

O,,(A) = E ,  [ . , , (A)-I 

for every Borel A c R a. We are interested in the asymptotic behavior of the 
renormalized probability measures [0,,(Rd)]-J q,, as n--* co. 

In ref. 21, using the lace expansion method, we showed that for every 
p~ (0, 1/4d] of the nearest-neighbor oriented percolation model in high 
dimensions the probability measures [V/,,(Ra)]-~f/,, converge weakly to a 
Gaussian limit as n ~ ~ .  We now extend the analysis discussed in our 
earlier papers ~7"2~ to show the following theorem. 

T h e o r e m  3. Consider the percolation models mentioned in 
Theorem 2. Then the following statement holds: 

For any given p ~ (0, p,.] there exist strictly positive constants A o, A 
depending upon p such that as n ~ Go: 

Aoe,,,-------s~[l+O(n-~)] forany e~ 0, 

(b) [Z, , (0) ] - t  ~ I x l - ' ~ p ( x , n ) = ~ n l - l + O ( n - ~ ' ) ]  forany e e ( 0 , ~ )  
.,-~ zd Aoe' ,p 

(c) [Z,,(0)]_j  Z , , ( ~ n n ) ~ e x p (  Aoe""At)lk[-" 

Note that since 

f/,,(e ik-') - ~  exp(ix.k/x/~ ) cp(x, n)= Z,,(k/x/~ ) 
.x" 

0 , , (R' )  - Y~ ~0(x, n)  = Z, , (0)  
x 

so the measures  [-(], ,(Rd)]-10n converge weakly to a Gaussian limit. 
It turns out  that in proving Theorems 2 and 3 we need to analyze 

the connected part ~,.(x, n), whose Fourier-Laplace transform ~P,.(k, z) is 
defined via the renewal equation 

1 + ~P,.(k, z) 
~b(k, z ) -  (15) 

1 -ppZ'e:DL(k)[1 + ~c(k, z)] 
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uniformly for 0 < p ~< Pc, Re(z) < mp. As shown in ref. 17, the connected 
part ~c(x, c) can be decomposed further into the lace parts ~U~(x, n) such 
that 

~ c ( k , z ) =  ~ ( - 1 )  / ~'t(k,z) (16) 
/ = 0  

for O<p<~pc, Re(z)<mp, k~ I - re ,  re] d. In order to analyze ~gc(x, n) we 
introduce various necessary quantities and derive some basic estimates that 
will be needed for our analysis. Since these quantities are rather com- 
plicated to define, it is convenient to represent them in terms of Feynman 
diagrams. In the Feynman diagrams, the following notations will be used: 

(y, m) ~ (x, n) represents q~(x - y, n - m) 

(y, m ) ~  (x, n) represents ~ ( x - y ,  n - m )  

(y, m ) --* I I b represents Pp(( y, m ) ~ bottom of b ) Pp(b open) 

Further convention is that labeled vertices and bonds are fixed, but 
unlabeled vertices and bonds are summed over the lattice Zax  Z. 

In Section 2, we introduce the bubble functions o~=) (~" n), c~= 1, 2, 3, ~ .  ( .v ,m)~,  ~ , 

" r ' ( = )  �9 X" the triangle functions ~y.,,~(., n), ~=  1, 2, 3, and the funtions E~(x, n), 
l~ {0, 1, 2,..}; see Figs. 1--4 for the Feynman diagrams of some of these 
typical functions. We then use them to bound the lace parts as in the 
following lemma. 

kemma 1. For l~ {0, 1, 2,...} we have 

~l(x, n) <~ El(x, n) (17) 

The proof of (17) can be found in ref. 17. Furthermore, we show 
in Section 2 that the quantities lEt(k, z)l and their derivatives can be 
estimated in terms of the Fourier-Laplace transforms of the bubble func- 
tions and the triangle functions for k ~ [ - ~ ,  ~]a and Re(z)< mp. 

In Section 3, we apply the basic estimates in Section 2 and the 
bootstrapping argument "(P2K) implies (PK)" to obtain estimates on 
~ ( k ,  z) uniformly for k~ I - n ,  rt] d and Re(z)<~mp and then use them to 
prove Theorem 2. Notice that in ref. 17 the bootstrapping argument was 
used to produce estimates on ~'~(k, z) for Re(z)~< 0. However, the proofs 
of Theorems 2 and 3 require similar estimates for a larger range of z values, 
Re(z) <~mp; therefore, more careful analysis is needed in this paper. 

We note that Campanino et al. 161 showed a Gaussian limit for the 
rescaled connectivity function of nearest-neighbor unoriented percolation 
for p <  Pc in all dimensions. We believe (even though we have not yet 
checked) that their method can be applied to establish a Gaussian limit for 
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the rescaled connectivity function of finite-range oriented percolation for 
P<Pc in all dimensions since the power expansion of [~b(0, z)] -1 (with 
respect to w=e ~) is expected to have a radius of convergence which is 
strictly larger than e'" in the subcritical region and from this a Gaussian 
limit can be shown. Notice that the method of Campanino et al. can 
produce a Gaussian limit in x space instead of a Gaussian limit in k space 
as stated in our Theorem 2. While the method of Campanino et al. seems 
more natural than the lace expansion method for the study of Gaussian 
fluctuation of the connectivity function in the subcritical regime, their 
method cannot be extended to the case at Pc since at this critical density 
it is expected that the power series of ~b(0, z) and [~b(0, z ) ] -~  (expanded 
with respect to w=e z) would have the same radius of convergence. 
Furthermore, the Gaussian scaling limit of the connectivity function at 
criticality is not expected to hold below the upper critical dimension. Thus 
we need a kind of Tauberian theorem to take care of this complication. To 
do this we use the fractional derivative method as shown in Lemmas 
3.1-3.4 of ref. 13. The use of fractional derivatives in the lace expansion 
method has been very effective in showing the Gaussian scaling limit for 
self-avoiding random walks in high dimensions (including d = 5 ,  6). (13"14) 
Here we define the fractional derivative ~5 ~._ of f(z)=_ 2...=o'-'~176 a.eZn as 

6~f(z)= ~ n~a,,e ~" (18) 
n = l  

We observe that (18) produces the usual derivatives for e = 1, 2 ..... [Notice 
that in ref. 13 the fractional derivative 6~,, o f f (w)  =- x'~176 a w" is defined as ~ - , n  = 0 n 

6., f(w)= ~ n"a.w" 
n = l  

Thus our definition of the fractional derivative is slightly different from the 
one defined in ref. 13; however, such a difference is inessential and it was 
introduced only for our notational convenience.] 

To carry out this Tauberian argument we need the following lemma. 

Lemma 2. Let p c ( 0 ,  Pc] be given in the oriented percolation 
models mentioned in Theorem 2. Then for any positive number e < 1/2 we 
can find constants c4(e), cs(e) such that 

~" ~ nl+~l~c(x,n)le'"p<~c4(e ) (19) 
x e Z  a n =  1 

y,  n ~ Ixl 2 I~Uc(x, n)l e"'p<~cs(e ) (20) 
x ~ Z  d n = l  
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We discuss the proof of Lemma 2 in Section 4, and use this result to prove 
Theorem 3 in Section 5. 

R e m a r k  4. We need the fraction e < 1/2 because it is expected that 
~0(x, n) is comparable to the n-step transition function G(x, n) of the corre- 
sponding random walk, and with this belief (19) and (20) may be infinite 
for e =  1 in dimensions d~<6. Nevertheless, with sufficiently high dimen- 
sions we may use e = 1 instead. 

R e m a r k  5. Recently, by using the lace expansion method and a 
sophisticated computer-assisted proof, Hara and Slade have been able 
to show a Gaussian limit for self-avoiding random walks in Z a with 
d >  4.113'14) It would be interesting to see whether such a technique can be 
applied to produce Gaussian scaling limits for oriented percolation right at 
Pc down to (possibly including) the upper critical dimension. 

In the following sections, we refer only to the spread-out models for 
simplicity and we let the reader extend the ideas discussed there to the 
nearest-neighbor case. 

2. F E Y N M A N  D I A G R A M S  A N D  RELATED E S T I M A T E S  

In this section we introduce various functions, represent them by 
Feynman-type diagrams with conventions mentioned in Section 1, and then 

qgl.,(~..) ~ 

(0, O) ~ /  (z.n) 

(y, m) 

qgl-,(~.,,) : 

(~, m ) 

(o, o) 

, ~ )  

(3) rl Qc~.ml(x. )= 

~o.o) 

(y, ,n )  

Fig. 1. Feynman diagrams of bubble functions. 
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use them to derive some estimates that will be needed for the proofs of our 
results. We define the bubble functions 

Qll).!,,,)(x, n)= qg(x, n) q~(x-y, n -  m) (21) 

Ql~.!,,,(x,n)=~(x,n) ~ r  ...... (22) 
UE Z d 

QI~,I~)= y~ ~o(~,,,-1)p ...... ~ ' ( x - y , ~ - m )  (23) 
l I E  Z d 

and represent them by the diagram in Fig. 1. 
We define the triangle T[((xl,  nj), (x2, n2)), (b, (u, n))] by 

Pp((Xl, hi) --* bottom of b) Pp(b open) Pp(top ofb --* (u, n)) ~(u-x2, n-n2) 

then set 

T C ( ( x  I , H I ), (X 2, n2)), ((u, n), b)] = T[((x2, n2), (x,, nl )), (b, (u, n))] 

and represent them by the diagrams in Fig. 2. 

We also introduce the triangle functions 

Tl~.!,,,,(x, n)= <p(x, n) Z q~(u'-y, n'-m) q~(x-u', n-n') (24) 
(u', n') 

T(Z) t-. n)= ~(x, n) ~. ~ q~(u-y, n'-l-m)p,.,,,q~(x-u', n-n') (25) (y ,m)~, '% 
( u ' , n ' )  u e Z  a 

Tl~,!m)(X, n)= ~ r n-1)p,,.,. ~ ~e(u'-y, n'-m) q~(x-u', n-n') (26) 
u E Z  d (u ' ,n ' )  

They are represented by the diagrams in Fig. 3. 

T[((z~, n,), (z., n.)), (b, (u, n)) I = 

(u, n) 
(x2, n~) I 

Fig .  2. 

Tl((x~, ni),(z: ,  n~)),((u,n),b)] = 

Feynman diagrams of 

b 

\ 
(xt, ,q) I ~ (t,, ,,) 

Tl-(xl,nl), (x,_,n2), (b, (u, n))l and Tl(x~,n~), (x_,,n2), 
((u, n), b)], 
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(o.03 (~'~) 

(y.m) , / 

(o,o) I 

(u. m) 

(~, n) 

T~.~(~,  n) = 

(0.0) 

(y.m) I 

Fig. 3. Feynman diagrams of triangle functions. 

Furthermore,  given l pairs of site and bond {(bi, (ui, ni)), i =  1, 2 ..... l}, 
l =  1, 2 ..... we set Fi(b i, (ui, n~))= (bi, (u~, ni)) or ((ui, n~), b~), depending on 
whether F~ is the identity map or the permutation of site and bond. Let 
F =  (F~ ..... Fi). The diagram 

El{F, (y, m), bi, (ui, ni), (x, n); i =  1, 2,..., l} 

is defined by 

T[ ( (y ,  m)(y, m) ), r,(b~, (u~, n , ) ) ]  

x 1-I T[Fi_,(bi_l,(ui_l,n~_,)) ,F~(b,,(ui,  ni))] 
i=2,.. . ,I  

x Pp((ut, r/I) -~ (x, n)) Pp((top of b / ~  (x, n)) 

For  l = 4  and F l ,F3,F4=id,  F 2 = p e r m u t a t i o n  of bond bz 
(u2, r/z) , the diagram 

(27) 

and site 

El{F, (y, m), bi, (ui, r/i), (x, r/); i =  1, 2,..., l} 

is represented by the diagram in Fig. 4, 
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(u~, m )  b.. (u3, n3) , (u4, n4) 

l 
bt (u2, n2) b 3 b 4 

(~, -) 

Fig. 4. Feynman diagram of E4{I', (0, 0), b i, (xi, ni); i= 1, 2, 3, 4}. 

The function Ej(x, n) is defined by summing 

Et{ I', (0, 0), b,, (ui, hi), (x, n); i =  1, 2 ..... 1} 

over the set {F, b~, (u~, n,.); i =  1, 2 ..... l}. For  the sake of notation, we use 
Eo(x, n) to denote [ ~ ( x ,  n)]  2. 

We then introduce the Four ier-Laplace  transform 

El(k, z )=  Y' e"k'e~"El(x, n) (28) 
(x ,n )  

for k e I - n , / 1 : ]  d, R e ( z ) < m p ,  and define the Four ier-Laplace  transforms 
" ~ )  .(x, n), T ~=) t,- n) for each tSc=~ t~ z), "f'~=) tt. z) of the functions ~l~ .... -ly,,,,)~", 

~d.( v m)  ~, '~ ~ (y ,m)~  '~ '  

c~ = 1, 2, 3 similarly. 
Now we want to derive some estimates concerning E~, tSc=) -~(=) ~ , ( v  m)~ ~ ( y , m ) ,  

and their derivatives. It is easy to see that 

Eo(x, n) = [ ~ ( x ,  n)]  z ~< Qlo)o)(X, n) <<. --r " n) (29) 

Hence, 

/~o(0, s) ~< tS(z) ta s) ~< .f-(2) m s) (30) ~ (0 .0 )~  v , ~ (O,O)~V~ 

In estimating/~t,  1/> 1, and their derivatives we need to use repeatedly the 
inequality 

f l ( x , n ) f 2 ( x , n )  < { s u p  I fdx ,  n)l} ~ [A(x,n)l 
( x , n )  (x.n) ( x , n )  

(31) 

Inserting (27) in the summation of 6Lt(k, z) and using (31) repeatedly in 
summing over the set {F, bi, (ui, ng); i =  1 ..... l, (x, n)} in the order from 
right to left, we obtain, for s < mp and 1/> 1, 

~(r / ^ 1 )  El(0, S ) 4 2 1 [  sup Tly.,,)(0, s)]  sup Qty.m)(O,s) (32) 
( v , m )  a = 2 3 ( ) , ,m )  
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Each derivative of ~71(k,z) evaluated at k = 0  and z = s < m p  can be 
estimated in the same way with the only change due to the factor that  
corresponds to the derivative. To  estimate c3=Et(k, z), we proceed as 
follows. We let (Vo, too) = (0, 0), (v/+ 1, m/+ 1) = (x, n), and set {(vi, m;); 
i =  1 ..... l} the l corners along the top route from (0, 0) to (x, n) of the 
diagram 

Et{F, (0, 0), bi, (ui, n,), (x, n); i =  1, 2 ..... l} 

We then use n = Z / i = o  (mi+ l - m j )  and distribute each factor (mj+, -mj )  
in the corresponding diagram from (vj, mj) to (vj+ ~, mj+ ~). Using the same 
technique as in Section 3.2 of ref. 11, we estimate the contr ibution of the 
term corresponding to the factor (mj+~-mj) and then sum over j from 0 
to l to obtain, for s < m e and l>i 1, 

O:~,(0, s)~< 2'[ sup 7~ I~,!,,,)(0, s ) ]  ' sup "(') O_.Q~:,.,,,)(O,s) 
( y . m ) ; : (  = ~ ,3  ( y , m )  

+ 2q [  s u p  T(,~,),,,,)(0, s ) ] '  ' 
( ) , ,m) ;~ t  = 2 ,3  

x [ sup "(~) ~'(~) m O=Q(>,.,,)(O, s)]  sup s) (33) ~ [ y , m ) ' ~  v , 

( y . m ) ; ~  = 2 ,3  ( y . m )  

To bound the second derivative 0~,~,El(k, z) evaluated at k = 0, z = s < mp, 
we use the inequality 

/ 

I x l 2 < ( l + l )  ~ I v / + l - v i l  2 
i = 0  

and apply the same argument.  We then have 

c3~,El(O,s)<~2t(l+l)[ sup ~(y.,,,),v,~(') to s ) ] / s u p  Ore, Q(),.,,,)(,s) 
(v  m) ~ = 2 . 3  (v  m) 

+ 2 q ( / +  1)[  sup "~'(~) to s) ]  I l 
~ ( .v,m) '~ v , 

( ' m ) ; ~  = 2 , 3  

• [ sup ~(~) § 0 O,,,,Q( ..... )(0, s ) ]  sup ~( ..... ,( , s) 
( v , m ) ~ = 2  3 ( y ,m)  

(34) 

Ass we will see later, the above estimates will be needed in proving 
Theorem 2. For  proving Lemma  2, in addition to these estimates, we also 
need to bound O._3m, Et(O, s) and O=El(0, s). To  do this we need to dis- 
tribute the factors such as n and Ix[2 along the top as well as the bo t tom 
paths of the diagram. We let (v~, m~) = (0, 0), (v'/+ ~, m'/+ ~) = (x, n), and set 



Critical Oriented Percolation 855 

{(v;, m~); i = 1  ..... 1} the l corners along the lower route from (0, O) to  (x, n) 
of the diagram 

E,{ F, (0, 0), b,, (u,, n,), (x, n); i =  1, 2 ..... l} 

We then use 

n Ixl2 < (1+ 1) Z ( m , + l - m , )  Irk+,-v;I-" 
i, j e {O , l , . . . , I }  

and bound a.a~,.J~t(o, s) above by the sum of five terms (I), (II), (III), 
(IV), and (V)cor responding  to {i=j=l},  { i=jr  { ir  {jr 
i=l}, and {iCj, i r 1 6 2  respectively, as follows: 

~?.d,,,,/~,(0, s) ~< (I) + (II) + (III) + (IV) + (V) (35) 

with 

(I)~O:O.~,F.l(O,s)~2t(l+ l)[ sup 
( y , m ) ; ~  = 2,3 

(II) ~< 2q ( /+  1)[  sup 
( y . m ) ; ~  = 2.3 

TO,,,,)(O, s) x sup ~(11 
[ y, rn ) 

(III) ~< 2q( l+  I ) [  sup 
(y ,m); :~  = 2 ,3  

fl.7,,,,(o, s)]' sup 
~ =  1,2 ,3  

f ~  rn s ) ] ' - 1  sup (3 ~1 tO, s) 
= 1.2 ,3  

fl~,~ tn s ) ]~ - ; [  sup ~ . '~ ' ;  o, ,,,;,~, . To , . , , , I (0 ,  s ) ]  
( v m) :~  = 2 3 

x sup ai,.r "- s) = (y, ,. 1[ U, 
( ) , , m )  

( I V ) ~ < 2 q ( l + l ) [  sup f ( : ' )  to s ) ] / - I [  sup - -  ( . | , .m) ' ,  v ~  
( y . m ) ; ~  = 2 .3  (.v.m}:~ = 2 .3  

O~QI.,,,,,I(O, s) x s u p  ~ ( 1 )  

( y , m )  

(V)<.21(l+l)l(l-1)[ sup ~(") ra s)]  t -2 - -  ( y , , . n ) , , ~  
( y . m ) ; a  = 2 .3  

"(a) 0 x [ sup a.,,Ql.,,,,,,l( , s)] 
(y .m}:~  = 2 .3  

x [ sup "('~ f ( , ,  ,~ ~_.T( ..... )(O,s)] sup I ....... )tO, s) 
(y. mlz~x = 2 ,3  ( y , m )  

~ ( ~ )  
Q : t , . ( 0 ,  S )  

- -  (y.m}~, v ,  

where 

^~.1 ,(x, n) ~(~') (f~..~,u,v, s ) =  sup ~ e'n Ix--yl2  ~l . ; , . , . .  
Lv.m) (x ,n )  
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Similarly, to bound O=Et(0, s) we use 

n Z = ( / +  1) ~' (mi+a--rn i ) (mj+l+mj)  
i , j~ {0, i , . . . , /}  

and apply the same argument. Note that in this case the terms corre- 
sponding to { i # l, j = l } and {j 4=/, i = l } are equal. We then have 

0=/~(0, s) 
~<2t[ sup 7"ly~,m)(O,s)] t sup Qt~)(O,s) 

(y,m);==2,3 ~ =  1 ,2 ,3  

+ 2 q [  sup "~=) ta s)] t-~ sup tSt~)tn s ) sup  ~-o) m s) (y,m)~ ~ '  r~.zz " .~ ~ (y,  rn)~v~ 
( y . m ) ; =  = 2 ,3  ~ = 1 ,2 ,3  (y,m) 

+2x2q [ sup fly),.,,(O, s)] ' - '  
( y , m ) ; ~  ~ 2,3 

x [ sup O Y'~=) tn s)] sup ""~ s) , - -  (y.m)~. v ,  OzQ(y,m)(O, 
(y,m);~t  = 2,3 (y,m) 

+ 2 q ( / -  1)[ sup 7"I~,),,.,(0, s ) ] ' - 2 [  sup "r a~Qc~,,,,~(o, s)] 
( y , m ) ; a  = 2 ,3  ( y , m ) ; a  = 2 ,3  

x [  sup 0 7~(") to 7~.) to s) (36) -~ ...... )w,s)]  sup ty.,.)w, 
( y , m ) ; ~  = 2, 3 (y,m) 

where 

O(=) tns)= sup ~ e "s Inl I n - m l  ~(y,,.), , , zz .~, �9 o ~=) tx n~ 
(y,m) (x,n) 

Next we want to bound the bubble functions, the triangle functions, 
and their derivatives in terms of ~b(k, z) and its derivatives. The following 
lemmas can be obtained by applying the Hausdorff-Young inequality. 
Notice that the integral S~f(k ,  t ) dk  dt means 

(2/t)-d- Ifl f ( k ,  t) dk dt JJt k , t ) e  [--n,n]d• [ - - , ~ , n ]  

and the derivative Oa can be replaced by a., O~,u, 0~z, a_-.u, or 0o (which is 
defined as the identity map). 

k e m m a  3. 

~ ( 1 )  I f  sup OoQ~...o(O,s)<~ dkdt lOo(o(k , s+i t ) (o(k ,  it)l (37) 
(y,m) 

a~Qty,,.~(o, s) % f f  dk dt laa[O(k, s + it)] (o(k, it)/~(k)l sup "(2) 
(y,m) 

a.Qcy,.,,(o, s)<~ 1Oa[O(k, s+  p(k)] ~b(k, sup "t3) f f  dk dt it) it)l 
( y , m )  

(38) 

(39) 
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L e m m a  4 

3~ T(y,m)(O," c~) ['[" dk dt la~O(k, s sup s) ~< j j  + it)[(o(k, (40) it)]21 
( y ,  rn )  

OaTo,.m)(O,s)~II dkdtlOa[(o(k,s+it)][e)(k, it)]2 ~(k)[ (41) sup - (2) 
O,,m) 

sup Oaf'13)m)(O,s)<-..ff dkdtlOaE(o(k,s+it) ~(k)]l .l(o(k, it)l z (42) 
(y,m) 

L e m m a  5 

s) ~ f f  dk dt [Oz(o(k, s + it) Ouu(o(k, - i t ) l  (43) 0,1) (o 
Z l z i  t ,. v ~  

s) <~ 2 f~ dk dt 1Oz~b(k, s + it)l 0,2) (0, .'_.plt 

x {lOitu~b(k, - i t ) [ .  IP(k)l + IS(k, - i t ) [ .  10ititP(k)l } (44) 

0,3, s) <~ f f  dk dt { IO~(o(k, s + it)[ + [~b(k, s + it)l } (0, z i t p .  

• IP(k)l- IOit,(o(k, -it)[ (45) 

s) <<. ~f dk dt IO~(k, s+ it) O~(~(k, - i t ) l  (46) 0's 

s) <~ f f  dk at 10~ ~b(k, s + it)[ 0( ,rn 

x { l a~ (k ,  - i t ) l  + IS(k, - i t ) l  } IP(t)l (47) 

By symmetry, 0~3.)(0, s) is bo.unded by the right-h'and side of (47). 

3. I N F R A R E D  B O U N D  

In this section we show the infrared bound (11) for the spread-out 
oriented percolation models in Zdx Z, d >  4, as mentioned in Theorem 2. 

First, we point out that there exist 6, 6~ with 0 < 6 ~< 6~ such that 

IfiL(k)l ~<2/3 if Ikl ~>,~ (48) 

[1 --/)L(k)l ~>const-L 2 [kl 2 if Ikl ~<61 (49) 
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for sufficiently large L. In fact, it was shown in Lemma 5.5 of ref. 11 that this 
can be done with 6 and 61 chosen as follows. Set 6 = 3n(2L) -j ~.,.~ R" 101 g(x)l dx. 
Since g is continuous at 0 and g(0)>  0, we can choose M >  0 so small that 
(3/2) ~r~lOtg(x)l  dx < l/M and I{.,.~RJ:I.,:I<~M}g(x)dx>O. Choose 
61 = r~(LM)-I; then 61 >/6 and (48) and (49) hold. 

Second, we only need to show the infrared bound ( 11 ) for p e [PL, P,,), 
since it can be shown easily from inequality (5) for pe(O, pL]. Thus 
Theorem 2 will follow from the renewal equation (15) if we can show that 
for every p~ [PL,P~], 

and 

~'. I ~gc(x, n)l e"'"~ <<. e(L) with e(L) ~ 0 as L ---* 03 (50) 
(x,n) 

IF(k, mp-s+i t ) l  >1 5PPLI -te'"P I1 --e-'+'ff)L(k)l (51) 

where 

F(k, mp--S+it)=--l--ppLIDL(k)e"p-"+"[l+~'c(k, mp--s+it)] (52) 

for every (k, t )e  [ - n ,  n ] a x  [ - g ,  n] and se (0 ,  m p + l o g p - - l o g p L + l ]  
(notice that in this case both mp and log p - l o g  PL are nonnegative, so 
mp+ log p - log PL >t 1, hence (0, 1 ] c (0, mp+ log p -- log PL + 1 ] ). 

In addition, the condition (51) can be replaced by 

�89 ]1 --e-"+i'DL(k)l >1 1~'~(0, rap)-- ~c(k, rap-S+ it)e-"+'bc(k)l (53) 

as we can see in the following lemma. 

k e m m a 6 .  Assume that (50) and (53) hold for every se (0 ,  
mp+logp--logpL + l], pe (0 ,  pr and (k,t)E[--rc, rc]ax[--r[,rt]. 
Then (51) holds. 

Proof. We observe from (50) that ~',.(0, me) is well defined, and also 

~,.(0, rap) = lim ~',.(0, m p -  s) (54) 
s J. 0 

by the dominated convergence theorem. Furthermore, it is easy to see from 
(13) that 

lim ~b(0, m p - -  s)  = 03 ( 5 5 )  
s i O  

Since 

1 + ~,.(0, rap-S) 
1-pp~'e"p-~[1 + ~c(0, mr-s ) ]  = (56) 

(p(0, mp-  s) 
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[-this follows 
and (55) 

Since 

easily from the renewal equation (15)] we have by (54) 

1 - -  p p ~  'e".l" I + tP,,(O, mp)] = lim 
s l 0  

1 + ~ ( 0 ,  m p -  s) 
- 0  (57) 

0(0, rap-S) 

F(k,  mp - s + it) 

= 1 - p p z l e " . - s +  i'/Sc(k)[1 + ~Pr m p - s  + it)] 

= { 1 - ppZ  ~e""[ 1 + ~',.(0, rap)] } + ppZ  ~e"~[1 - e-S+ ./3L(k) ] 
1 m + p p ~  e p[~c(O, m p ) - ~ ( h ' , m p - s + i t ) e - S + ~ ' 6 L ( k ) ]  (58) 

then by (57) and the simple triangular inequality 

If(k, mp - s  + it)l 

>~ pp~  ~e"p [1 -- e-"+ ;'DL(k)I 

- p p Z l e ' " P  I~'~(0, rap) -  ~ ( k ,  r a p - s +  it) e-S+"fL(k)l  (59) 

Then (51) follows from (59) and (53). 
The next lemma shows that (50) and (53) can be replaced further by 

the following conditions: 

n [ ~gc(x, n)l e'""P ~< e:(L) (60) 
(x,n) 

Ixl 2 I ~u,.(x, n)l e'"p<~e/,,,(L) (61) 
(x,n) 

where p e (0, p,.] and e.(L), e~,,(L) ~ 0 as L ~ ~ .  

L e m m a  7. Assume that (60) and (61) hold. 
follow. 

Proof .  Clearly (50) follows from (60). To show (53), we consider two 
cases: Ikl ~>~ and Ikl ~<6~, where ~5 and 61 are chosen as in (48) and (49). 
For large k, Ik[ >/fi, and sufficiently large L the inequality (53) follows from 
(50). In any case we have the lower bounds 

I i - e s+i'Dc(k)12 = (1 - e-") 2 + e -2" I 1 - ei'DL(h')l 2 

+ 2e-"(1 - e-")[-1 - / ) c ( k )  cos t] 

> / ( 1 - e - ~ ) 2 + e  2.~ [1 - e i ' s  "- (62) 

t • - - / )L(k ) l~+(1- -cos t )  if/)L(k)~>0 I I - e " f c ( k ) 1 2 ~  > 1611 
~ z l l + / ) c ( k ) l - + ( l + c o s t )  if /)c(k)~<0 (63) 

Then (50) and (53) 

822/78/3.4-13 
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For small k, Ikl ~<61, and/SL(k)~<0 we use (63) to obtain 

1 + 15L(k ) = ~. L-dg(x/L)[1 + cos(k, x)]  
x 

>>. ~, L - a  g(x/L) 
x: [k �9 xl  <~ rc/2 

>1 ~ L-d  g(x/L) 
x : l x l  ~< L M / 2  

".~f g(x) dx>O 
{ x:  Ixl ~< M / 2  } 

(64) 

By (62) the left-hand side of (53) is bounded by a constant; hence, (53) 
follows for sufficiently large L from (50) and (64). 

For the remaining case, [kl ~< ~ and/Sz(k)  >/0, we observe from (49), 
(62), and (63) that 

I1 - e - ~ + " b L ( k ) l  ~ c 4 L  2 Ikl2+c5 It[ +c6 Isl (65) 

Therefore in order to obtain (53) for large enough L it is enough to show 

I ~ ( 0 ,  rap) - ~ ( k ,  m e + z) e-'/)L(k)l = o(L) L 2 Ikl z + o(L) Itl + o(L) Isl 

(66) 

To show (66) we proceed as follows. We have, for z = - s +  it 

I ~'c(0, m.) - ~'~(k, mp + z) e~/Sz(k)[ 

~< I ~c(0, m p ) -  ~Pc(k, mp)l + I ~Oc(k, rap)(1 - e--)[ 

+ I ~ ( k ,  mp)eZ[1 - /SL(k)] l  + I ~ ( k ,  m p ) -  ~,.(k, m . -  z)l. le~/SL(k)l 

The first term is equal to 

, d 2 ] 
Iodr  (1 - r) ~ ~t~(rk, mp) 

~< 1/2 sup ,~ k.k~ 0.~ ~(rk ,  mp) 
O ~ r ~ < l  p I 

d 

~< 1/2 ~ ~ Ik.l" Ik,,I- Ixt.jI" Ixt.)l" I~c(x, n)l e'". 
( x , n )  t~v=  1 

(67) 
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where x t .  ), # = 1 ..... d are the coordinates of x. But 

d d 

Y'. Ik,,l- Ik,,l" Ix~.)l- Ix.,~l ~<�88 Z (Ik.I 2+ Ik~12)(Ixt.>l 2+ Ixt~>l 2) 
p v =  1 p v =  1 

d 

<<.�89 Y. (Ik,,12 + lk,,I 2) l x l 2 = d l k l  2 [xl z 
l t v  = I 

so the r ight-hand side of (67) is bounded above by 

2 ,,,,_< 1 dlk[2 euu(L) �89 2 Y', Ixl [~gc(x ,n)[e  - ~  
(x,n) 

The second term is bounded above by cons t ,  n(L)(Isl + ltl), the third term 
is bounded above by ~ ( L ) c o n s t . L  2 [kl 2, and the fourth is bounded by 
e~(L)cons t - ( I t l  + Isl). Combining  the estimates of these four terms, we 
obtain (66). This shows L e m m a  7. 

Thus to show Theorem 2 reduces to showing (60) and (61). To do this 
we apply the boots t rapping  argument  which has been successfully used for 
studying various models arising in statistical physics; see, for instance, 
refs. 5, 19, and l l -13 .  The argument  given below follows the same idea as 
the one discussed in ref. 11. 

It is easy to see from (58), (57), and (53) that  

2pp-~ 'e 'p  11 - e -s  + "{)L(k)[  >>- IF(k, mp - s + it)l (68) 

This suggests that  gffx, n) is comparab le  to the n-step transition function 
G(x,  n) of the corresponding random walk. This observat ion leads us to 
further results as follows. 

Lemma 8. Let 0 < p < Pc and rh <mp be such that the following 
inequalities hold: 

e -  1 <~ pp ; .  Je a, (69) 

] ~gc(x, n)l e ' '~ ~< g(L) (70) 
(x,n) 

~. n ~c(X ,n)[  e"r'<<.gz(L) (71) 
Ix, n) 

[x[ 2 ~c(x, n)[ e"'~<.gm,(L) (72) 
(x,n) 
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where g(L), g_.(L), g ,~(L)~ 0 uniformly in p and rh as L-+  ~ .  Then for 
sufficiently large L we have 

IF(k, ff~ + it)l >I �89 '~' I1 - eitlS) L(k)] (73) 

and moreover, for every ( y , m ) e Z d •  ~'e {2, 3}, and ~ {1, 2, 3} we 
have 

T I~I,,},,,,(0, ,~) ~< Ko (74) 

0',IL,,,(0, -< Kl /75) 

~,~,'1 tO ffT)<~K~ f l  dk dt llSL(k)l . l l--ei ' lSL(k)l-3 (76) ( v m)', , 

I f  " (77) 0-Q~ ....... ~(0,1~)~<K: dkdtlDL(k)l  II--ei'ff)L(k)1-3 

"(~'~ IJ" (78) O,,,,Q~ ...... (0, rh) ~< K,,,,L 2 dk dt Ikl 2 II - e"/SL(k)1-4 

Notice that all of the integrals on the right-hand sides are finite (since 
d > 4 )  and O(L-alogL) ,  1'71 and furthermore, the constants K are inde- 
pendent of p and fiT. 

ProoL To prove (73) we just simply replace rap, s in the proof of 
Lemma 7 by ff~, 0 and follow the same argument. For  the remaining 
inequalities we only show (78) with c~ = 3, which is the most difficult one, 
since the proofs of the others are similar. By Lemma 3, 

sup ~,,,,{0{~.!,,,,(0, if,) 
(y, , 'n) 

<~ f f  dk dr { 1O~,,,qb(k, ff~ + it)l + pp~.' lam,/Sc(k)l } 1(9(k, it)l (79) 

But from the renewal equation (15) we have 

O,,,,(o(k, z ) = F  '8,,,, ~,.(k, z ) -2F-Z@,~ , . ( k ,  z)) 8,,F 

-F-2~, . (k ,z)O, , , ,F+ 2F-3~,.(k,z)(~,,F) z (80) 

Using (70)-(73), we can check for z = l h  + it that 

F-~ O,,,,~,.(k,z)=(ppZ'e'~') - '  IklZ O(L~-) l l - e " f ) L ( k ) [ - '  (81) 

F-Z(O,,~,.(k,z))O,,F=(ppZ~e,~,)-, ]kl,_O(L2) l t_e,15c(k)l  2 (82) 

F 2~,.(k,z) O,,,,F=(ppc'e'~') - '  [ k l 2 0 ( L  2) 11--e'Z)c(k)[ 2 (83) 

F 3~,.(k,z)(8,,F)2=(ppLte'r') -t [klZO(L "-) [ l -e ' lgc(k)[  3 (84) 
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Thus the right-hand side of (79) is bounded above by 
3 

, - I  J ~ l ) - I  I I  const ' tppL e dk dt(L 2 Ikl2 + pp~lea'L 2 tkl 2) ~ I t -e i 'DL(k)l  -j  t 
j = l  

which is bounded by the right-hand side of (78) for sufficiently large L by 
(69). This shows (78). 

Let (P,K) be the assumption that (74)-(78) hold with constants aK o, 
aK~, aK2, aK., aKj,~, replacing Ko, KI, K2, K_., K~,~, of the previous lemma. 
Since T(x, n) <~ (pp;_ t ), G(x, n), without loss of generality we may assume 
(PK) whenever (69) does not hold. From now on we fix these constants K. 
Next we want to show that Lemma 8 has its converse as in the following 
lemma. 

L e m m a  9. Let p~(O,p,.) and i~<mp be such that (P2r) holds. 
Then (70)-(72) follow. 

Proof. Let g(L), g:(L), gm,(L) be the 
sides of (76)-(78) and notice that they 
p e (0, Pc) and lh < rap, 

E IT,.(x,n)[ e''a'<~ E ~tt(O,m) 
{ x , n )  I = 0 

<~ ~ P~,(O, r~) 
/ = 0  

By (30) and (32) this is bounded above by g ( L ) + Y ~  U2K~, which 
converges to 0 as L ~ Go. Similarly, 

n I ' / 'Ax,  17)1 e ''r' ~ ~ a: ~t(0, ,ql) 
(x,n)  I = 0  

~< ~ 0 .~(0 ,  ~~) 
/ = o  

By (33) this is bounded by 

g_.(L) + 21g(L) ~ g:(L) + ~ 12tg(L) ~ I g:(L) 2Ko 
/ = 1  / = 1  

which converges to 0 as L --* oo. Furthermore, 

~, ]TJ,.(x, n) ]e ''a' Ix] z ,< ~ O,,,, ~Pz(0, ~'7) 
( x , n )  / = 0  

~< ~ ~,,,,~(0, #~) 
/ = 0  

quantities in the right-hand 
are O(L-d logL) .  Thus for 



864 Nguyen and Yang 

By (34) this is bounded by 

guu(L)+ ~ (l+ 1)2Zg(L)'gu.(L)+ ~ l(l+ 1 ) 2 ' g ( L ) ' - '  guu(L)2Ko 
1 =  1 / =  1 

which also converges to 0 as L--* 0o. This shows the lemma. 
Now we want to use Lemmas 8 and 9 to show Theorem 2. Using these 

lemmas, we can choose a sufficiently large LI/> Lo such that if L>~LI then 
whenever (P2K) holds so does (PK)- Let Po and tri o be chosen arbitrarily in 
(0, Pc) and ( - oo, mp), respectively. Recall that if (69) fails then (Px) holds. 
On the other hand, if (69) holds then the bootstrapping argument "(PzK) 
implies (PK)" can be applied. Since the sum over (y, m) of the left hand 
side of any one of (74)-(78) is finite at (Po, rho), there exists a finite set S 
(depending upon Po, rn0) such that (PK) holds for every (y, m) r S. By the 
dominated convergence theorem, the functions on the left-hand sides of 
(74)-(78) are continuous with respect to p and rh for every p < Po, rh < rho; 
therefore, their maxima over (y, m) e S are also continuous in this domain. 
Thus they must be bounded by the gap created by the bootstrapping argu- 
ment "(P2K) implies (PK)" for every p ~ (0, Po] and rh ~< rh o. But Po and rh o 
can be chosen arbitrarily in (0, Pc) and ( - 0 %  rap), respectively, so (PK) 
holds for all Po<Pc, rho<mp. In addition, using the monotone con- 
vergence theorem, we can show that these functions are left continuous at 
P=Pc, rh =mp;  therefore, (PK) holds at these values as well. Notice that 
the poof of Lemma 9 is valid even for p = Pc, rh = mp, so (60), (61) hold. 
Then (50) and (51) follow from Lemmas 6 and 7. This completes the proof 
of Theorem 2. 

4. P R O O F  OF L E M M A  2 

In this section we prove Lemma 2 using the fractional derivative 
method developed by Hara and SladeY 3) This method exploits the follow- 
ing integral representation of the e-fractional derivative for every e e (0, 1): 

- -  c.~ z n  I f f(z)-Z,=oa,,e is well defined for every z with Re(z)<mp then 

6~:f(z) = C'~ O~f(z- 21/(1 -~)) d2 (85) 

where C, is a constant depending only on E; furthermore, if a ,  ~> 0 then (85) 
holds for z=rnp as well. We now give a proof for (85) following ref. 13. 
First we note that 

n ~- 1 _ 1 exp( -n2 ~/" -~)) d2 
(1-e) r ( l - e )  
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We then have 

• n~a, exp(nz) = ~" n ~- lna,, exp(z) 
n = O  n = O  

= 1 exp(-n21let  - 
,=o (1 - e) F(1 - e) ~)) d2 na,, exp(nz) 

= (1 -- e) F(1 -- e) na, exp(nz -- n2 l/c1 -~)) d2 
n = O  

= 1 f :  O..f(z--21/~1 -~)) d2 
(1 --e)  _F(1 --e)  

where in the third line we have used Fubini's theorem to interchange the 
order of summation and integral. Notice that if a,,1>0 then Fubini's 
theorem can be applied for z = m p  as well. This proves (85) with C~= 
1/(1 -e)  r(1 -e). 

We next apply (85) to prove Lemma 2. To  this end, observe that 

n~lxl215FAx, n) le ' '~  ~ n~lxl 2 ~ I~l(x,n)le''p 
(x,n) (x,n) I = 0 

Z n~ Ixl 2 ~ Et( x, n) e'"p 
(x.n) I= 0 

= 3zOuuEt(O, mp) (86) 
.u= l  /=0 

By (85) the right-hand side of the above is equal to 

oo d ~ 
C~ f l  E Ozuul~l(o , m p  - ,~i/(1 -~)) dR (87) 

u = l  1 = 0  

Similarly, we have 

0o 

E nx +~ I ~c(x, n)] e""P ~< C~ f :  =~o OzzL',(0, mp - 2 '/(' -~)) d2 (88) 
Ix, n) 1 
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However,  the integral from 1 to ~ of the integrand appear ing in either (87) 
or (88) is finite. To  see this, we use the following argument  in which the 
function A(z)=~,~'=,A,,exp(zn) may be replaced by any one of these 
integrands: 

fl ~' A(mp -- .~ [/( 1 --F,)) d2 

~.t3 ejr~ 

= f  Z A,,exp{(mp -2 ' / ' '  " ) ) n } d 2  
l n =  l 

= A.  e x p { ( m p - 1 ) n }  exp{(1 - -  J . I / ( I - - E : ) )  n }  d/~ 
I n =  1 

~< A,, exp{(m e -  1)n} exp(1 - 2]/]-~)) d2 
I n =  1 

f 
.~_. 

= A(mp--  1) exp(1 - - 2  l/(' - ~')) d2 
1 

Clearly, ~ e x p ( 1 - 2 ~ / ( ] - ~ ' ) d 2 <  ~ .  Fur thermore,  by inserting (35) and 
(36) in (87) and (88) and then applying (76)-(78), one can see that  
A(mp-  1)<  co since the right-hand sides of (76)-(78) can be made as small 
as possible by choosing sufficiently large L. So I~~ A(mp - 2 ~/(~ -~')) d2 < m. 

Thus it suffices to prove (87) and (88) with the upper  limit co of these 
integrals replaced by 1. By inserting (35) and (36) in (87) and (88) and 
then applying (76)-(78) as before, we see that Lemma  2 will follow from 

; ]  O,,,,'f'~ m - 2  m~ ~'~)d). -(.,..,,,),v, mp < oo (89)  

;o ~ (~) 0 O: T(.,..,,,)( ,mp - -  21/(1 -~)) d2 < ~ (90) 

fo (~(~) tO 2 I/(] ~:i,~,'v' mp -- -~')) d2 < ~ (91) 

. . . .  v, m,  ~)) d2 < ~ (92)  

for every e~(O, 1/2), (y, m ) ~ Z d •  and a =  1, 2, 3. We only prove this 
for the case of c~ = 1, since proofs for the remaining cases are similar and 
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therefore are omitted. Applying Lemmas 3-5 to the integrands of these 
integrals, we have 

1 

fo ~(l) )1/(1- c3m, T,.,, ,,,1(0, mp - -  " ) )  d2 

c7 It?.. ~(k, me + it - 2 l/ll -.t)1 . [~(k, mp + it)l 2 elk dt d2 (93) 

1 

r o d .  7 "r ta . ~ c , .  , , , ) ~ v ,  m p  - -  2 l/ll - ~ )  d2 

f2;  <~c8 IO:~(k, mp+it-2t/ll-~4) I .l~(k, mp+it)12dkdtd2 (94) 

=; :m"- '  "'-'p- "" -~')) d2 

<~ c9 f~ f f  Ir ~'(k, ,,7. + i t -  2 '/l' -")p. lot,,, ~(k, me + it)l dk dt d2 (95) 

fo ' ~(11 , 1 / ( 1  Q = ( 0 ,  m p - z  - " ' ) d 2  

<~ c~o f2 f f  10- ~(k, mp+ i t -  ,1.1/r -~'))1" [0= ~(k, mp+ #)1 dk dt d2 (96) 

Computing the derivatives of ~(k,  z) from the renewal equation (15) and 
applying the infrared bound (11), we observe that the right-hand sides of 
(93) and (95) are bounded above by 

const-  Ikl-" I I - exp ( -2z / r  5dkdtd2 

and the right-hand sides of (94) and (96) are bounded above by 

J2f  const �9 I1 -exp(-R~/~J-~4+it)Dc(k)l-4dkdtd2 

but these integrals are finite if 0 < g < 1/2 and d >  4. 

5. PROOF OF T H E O R E M  3 

In this section we use the fractional derivative method to show 
Theorem 3. The fractional derivative method will play a role through a 
kind of Abelian-Tauberian argument described in the following lemma, 
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which shows that the asymptotic form of the power series is related to the 
asymptotic behavior of its coefficients. 

Lamina  10. Let e e(0,  1), and let R > 0  be the radius of con- 
vergence of f ( w )  - x '~176 a " ~ Z . . ~ n = 0  n W " 

(i) Suppose that B~(e)=~,,='=o n` la,[ R " <  oo. Then for any Iwl ~<R, 

If(w) - f ( R ) I  ~< 2 ~-'B~(e) R -~ I R -  wl' (97) 

Suppose that B 2 ( s ) = S ~ , = o n l + ' l a , , [ R " < o o .  Then for any (ii) 
Iwl ~<R, 

1 - - t :  

If(w) - f ( R )  - f ' ( R ) ( w  - R)I ~ 1 + ~ R - I - ~ B 2 ( ~ )  I R -  wl ~+' (98) 

(iii) Suppose that for any [wl <R,  [f(w)l ~<const. I R - w l  ~-2. Then 
la,,I <<. O ( R - " n  j - ~') for any ~ < e. 

(iv) Suppose that for any [wl < R, [f'(w)l ~< c o n s t - I R - w r  ~-2. Then 
la,,I <~O(R-"n ~') for any ~<e .  

The proof of this lemma can be found in the proofs of Lemmas 3.2 and 
3.3 of ref. 13. We remark that the proof of lemma 3.3 of ref. 13 should also 
work for Iwl < R instead of Iwl ~R,  

In addition we need the following, which will be useful in simplifying 
calculations involving the inverse of [1 + ~c(k, z)]. 

kemma 11. Let e, R, f,  and B2(e) be defined as in Lemma 10. 
Assume that in addition to B2(e ) < oo there exist constants 0 < cl < c2 such 
that cl ~< If(w)l ~< c2 for every Iwl ~< R. Then 

1 1 f ' ( R )  (R_w)+O(iR_wl,+,) 
f ( w )  f---(-~) 4 i f ( R ) ]  2 

1 f ' (R)  
O" f ( w )  [f(R)-12 + O ( I R - w l ' )  

Proof. 

(99) 

(loo) 

From part (ii) of Lemma 10 we have for any w with ]wl < R  

f ( w )  = f ( R )  - f ' ( R ) ( R  - w) + O(IR - w[ ~ +~) (101) 

Observe also from our assumptions that 

1 1 
- -  + o ( I R - w l )  

f ( w )  f ( R )  
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Therefore, 

1 1 f ( R )  - f ( w )  

f(w) f(R) f (w) f (R)  
f ' (R ) (R-w)  O(IR-wl 1§ 

- + 
f(w) f(R) f(w) f(R) 

f ' ( R ) ( R - w ) [  1 - f - - ~ + O ( I R - w l )  + O ( I R - w l ' + q  

f '(R)(R - w) w[ 1 + ~) 
- i f ( R ) ]  z + O ( I R -  (102) 

where in the last two lines we have used the assumption ca ~ f ( w ) ~  c2. 
This shows (99). We next apply part (i) of Lemma 10 on f '(w) to show 
(100) as follows: 

1 
8"f(w) 

--f'(w) 
[ f ( w ) ]  z 

1 ={_ f , (R )+O( iR_wl~)  } 1 +O( IR-w l )  

_ N' (R)  + O ( I R - w l  ~) 
I f ( R ) ]  2 

(lO3) 

To apply the above lemmas it would be more convenient to work 
with w = e  ~ instead of z; therefore, throughout this section we will use 
respectively ~b(w), ~c(w) to denote ~b(z), r where w and z are related 
by w=e z. We point out that [1 + ~'c(w)] satisfies the conditions of the 
above lemma for every p c  (0, Pc] and e ~ (0, 1/2) by Lemma 2 and (50). 
Due to this, we fix ~ E (0, 1/2) for the rest of this section. 

We now use Lemmas 10 and 11 to prove Theorem 3. Our approach to 
Theorem 3 is to compare ~5(k, w) with 

1 
H(k, w)=-Ao(wp_ w) + A 1 tk12 (104) 

where wp=e"p and Ao, A~ are two positive numbers that will be chosen 
later depending upon pE(0 ,  Pc-]. Let H,(k) be the nth coefficient of the 
MacLaurin series of H(k, w). Write 

I ( )]'I w ], H(k, w)= AoW p l + Aowp ]kl2 1 Wp(1W Al/"-Aowp lkl2 ) 
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and use geometric series expansion to obtain 

H,,(k)= 1 wT,,(1 A1 ) t . . . .  
A o.'-----~ + Ao w----~ Ikl-" (105) 

Then simple calculations show that (a)- (c)  of Theorem 3 hold for H,,(k) 
instead of Z,,(k) as follows: 

1 
(a ')  H,,(0) = w - "  

A o W  p P 

2dA, 
(b ' )  [Hn(O)]  - l  V~,H.(O) = --(1l-- 1) - -  

A o Wp 

(c') [ H " ( 0 ) ] - I H "  ~nn ~ e x p  Aowlkl2 

Thus by (iii) and (iv) of Lemma  10, parts (a) and (b) of Theorem 3 
will follow if we can choose Ao and A 1 such that 

la,,,[(~(0, w) - H(0, w)]l < const ,  lwp - wl ~'-2 

IV~[~b(O, w) - H(0, w)][ ~< const �9 1%, - wl ~- 2 

(106) 

(107) 

for every w with Iwl < wp. 
We then use (106) to choose Ao as follows. We define A2(k, w) for 

every ke  I - n ,  n] a and w with Iwl < wp by 

A2(k, w)= 
1 + To(k, w) 

pp[tWDL(k) - A o ( w p -  w) - A t Ikl 2 (108) 

Then 

~5(k, w ) =  
A o ( W . -  w) + At Ikl 2 + A2(k, w) 

q?(k, w) - H(k, w) = -A2(k, w) ~(k, w) H(k, w) 

(lO9) 

(11o) 

and 

a,..[(o(k, w) - H(k, w)] = - a.,A,_(k, w) (o(k, w) H(k, w) 

-A2(k,  w)[0..q?(k, w)] H(k, w) 

- A2(k, w)(p(k, w)a..H(k, w) (111) 
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With straightforward calculations we can see from the infrared bound (11 ) 
that 

Iqb(k, w)J = O([w v -  wt- ' )  (112) 

[O,.(p(k, w)[ = O(]w/ , -  w]-2) (113) 

Thus (106) will follow from (111) if we can choose A o and A~ such that 

IAz(0, w)} = O ( I w p -  wl t + ~) 

10,.A 2(0, w)l = O(Iwp - wl ~') 

(114) 

(115) 

for every I w I < wp since clearly H(0, w) = O ( I ~.t2v - w I - l ) and O,. H(0, w) = 
O(Iwp- w1-2). As we mentioned earlier, [1 + ~u,.(k, w)] satisfies the condi- 
tions of Lemma 11, so 

1 1 0 w ~c(0, Wp)(Wp - w) + O(Iwp _ wl' +~) 
1 + ~'~(0, w ) -  1 + ~,(0,  wp) + [1 + ~ ( 0 ,  wp)] 2 

(116) 

Replace k = 0 in (108), add and subtract the same term ppEmwv, and then 
apply the above identity to obtain 

A2(0, w ) =  p p ; .  l w  - A o ( w ,  - w) 
1 + r w) 

1 0.. ~',.(0, wp) 
+ 

1 + CPc(O, wp) [1 + ~',.(0, Wp)] -~ 
(wp - w) + O(Iwp - wl I + ~') 

-PPL lwp + PPE l(Wp - w) - A o ( w  p - -  w )  

By (57), [1 + ~,.(0, w p ) ] - t  _ppZlwp=O ' so we can choose 

a,,. ~,,.(0, w:) 
Ao=ppLl + (117) 

[1 + ~',.(0, wp)] 2 

to obtain the desired estimate (114). Since cO,.~'.(0, Wp)/[ l  a t- ~r We)] 2 
can be as small as possible by taking sufficiently large L, we have Ao > 0 
if p p ~  > 1; otherwise, we can follow the same argument discussed in ref. 21 
to show A o > 0  ifppZ'<~ 1. With such a choice of Ao we can use (100) to 
obtain (115). 
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The choice of A~ can be selected from (107) similarly as follows. From 
(109) we have 

IV~O(o, w)-V~.H(O, w)l 

- 2 d A l -  V~A2(0, w) - 2dAl 
[Ao(W,, - w) + A~(0, w)] ~ [Ao(W,, - w)] ~ 

_V2Az(0, w)[Ao(wp_w) ] 2 + 2dAa [A_,(0, w)] 2 + 2dA, 2Ao(wp- w ) A2(0, w) 

(118) 

for every w with ]wl < wp. By (114) the sum of the last two terms in the 
numerator of the above equation is O(Iwp-wl2+9. Furthermore, since 
[Ao(wp--w) + A2(O, w)]-1 is O(Iwp-wl-l), we need to choose A l in such 
a way that V~A2(0, w) is O(Iwp- wl~); if this is so, then (107) follows from 
(118). But from Lemmas 2 and 10 we have 

V~ ~%(0, w) = V~ ~%(o, w~) + O ( I w , , -  w19 (119) 

Hence, 

V~A2(0, w ) -  -V~ ~(0, w) _ PPL 'W V~/3L(0 ) -- 2dA, 
[1 + ~,~(0, w)] 2 

- v ~  r w e) + O(Iw~ - w19 
PPi lw V~/)L(0) -- 2dAm 

[1 + ~(0 ,  w)-I 2 
(120) 

After replacing [1 + ~'c(0, w)]-1 by [1 + ~%(0, Wp)] - I  in the right-hand 
side of the above identity and compensating this replacement by a term of 
O([wp- wl), we then choose 

_1__[ v~.~%(o, w~) 
A I =  

2alL [1 + ~P~(0, wp)] 2 
+ pp~ 'wp V~D/_(0) (121) 

-- VkA2(0, W). to obtain from (120) the desired estimate O([wp W[ ~) for 2 
Since V~ ~c(0, wp)/[1 + ~c(0, w.)] 2 can be as small as possible by choosing 
large enough L and since --V~/)L(0) >/const- L 2, by (49), we have A ~ > 0 
if pp~ ~wp > 1. On the other hand, if PPL ~Wp <<. 1, then we can use the same 
argument discussed in ref. 21 to show A~ >0.  Thus with A 0 as in (117) and 
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A~ as in (121) we only need to show part (c) of Theorem 3. We claim that 
for ~ < e/2, 

IA 2(k, wp)l = O(Ikl 2 + 2=) (122) 

IA2(-~n,W)-A2(-~nn, Wp)-A2(O,w) =O(n-=)O(lwp-w,) (123) 

O.,A2(~,w)--O.,A2(O,w) =O(n  -=) (124) 

for ct<e/2 and IwJ <Wp. Assuming the above estimates, we now prove 
Theorem 3(c). We define 

1 H~ w) - (125) 
Ao(w p-  w) + A l Ik[2 + A2(k, Wp) 

Notice that H~ w) looks similar to ~(k, w) except that A2(k, Wp) 
[instead of Adk, w)] appears in the denominator of H~ w). Then 

O.,[(p(k, w)-  H~ w)] 

= -O.,Az(k, w) (o(k, w) H~ w) 

- [A2(k, w)--A2(k, wp)][ct,.~(k, w)] H~ w) 

-[A2(k,w)-A2(k, wp)](o(k,w)a~.H~ (126) 

It is not hard to show that for sufficiently large n, 

~ o ( S w  ) .~o,w~ w , ,~27, 

Applying the infrared bounds (112) and (113) and the bounds (127) and 
(128), we can see from (126) that 

0 f tSwt 
= o w) o, w, w, w) 

~ ( S  w) o, w. w ~, 
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<<. O.,A2(-~n, W)-O..A2(O, w) O([wp--wl -2) 

+ I&,,.A2(O, w)l O(Iw,, - wl-z) 

k 

+ IA2(0, w)l O ( I w . -  wl -3) 

for every Iwl<wp,  k e [ - r t ,  n] a, and sufficiently large n. By (123) and 
(124) the first and third terms are O(n - ~') O( Iwp - wl - z), and by (114) and 
(115) the second and fourth terms are O(Iwp-wl~-2). 

It then follows from Lemma 10(v) that 

IZ, ,(k/ , , /~)-  H~ = O(n-=) w ; " -  ' 

Thus part (c) of Theorem 3 follows by applying a simple central limit 
theorem type of proof on H~ 

We now return to our claim of (122)-(124). From the definition of 
A2(k, w) and our choice of A l we have 

1 1 1 V~, ~,.(0, wp) "~ A2(k, wp)= Ikl 2 
1 + ~ ( k ,  Wp) I + ~,.(0, wp) 2d [1 + ~',.(0, wp)] 2 

+{ppZlw:[1-DL(k , -1V~Dc(O) lk,21} (129) 

Using symmetry, we have 

1 
~,.(0, w,))- ~,.(k, w p ) - ~ V k  ~,.(0, wr)Ikl 2 

L ' ] = Y" e'"'~Ax, m) 1 - c o s ( k . x ) - ~ ( k . x )  2 
(x, m ) 

~<const. ~ e""~ I~,(x,m)l. Ik-xl  2+~ 
[ .v, m ] 

~< const- y" e"" '  I ~,.(x, ,77)1 �9 Ikl2+~m 2+~ 
( x ,  m ) 

~< const. Ikl 2+~ (130) 
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where in the last two inequalities we used 

Ik "xl 2+" I ~c(x, m)l ~< const. ]kl-' +~m z+~ [ ~u,.(x, m)l (131) 

(since the bond density is of finite range) and Lemma 2, respectively. Then 
applying the identity 

1 1 b - a  [ b - a ]  2 
t - - -  a b b 2 ab 2 

with a = 1 + ~,.(k, wr) and b = 1 + ~c(0, we), we have 

1 1 ~,.(0, Wp)-  @,.(k, wp) 
- + O ( I k l  4 ) (132) 

1 + ~,.(k, wp) 1 + ~',.(0, wp) [1 + ~,.(0, wp)] 2 

since a,b>~ 1/2 and b - a = O ( I k l 2 ) .  It follows from (130) and (132) that 
the first term of (129) is O(Ikl2+~). The proof for the O(Ikl 2+~') behavior 
of the second term of (129) can be shown in the same way as in the proof 
of (130). This shows (122). 

It remains to show (123, 124). We have 

= ~ me":~P,.(x, m) 1 - c o s  
(x,m�91 

~< const, c,-. ~,,,I me""P I ~,.(x, m)[ x//~ (133) 

since I 1 - c os  tl =O(Itl~). Furthermore, since the bond density is of finite 
range, we have 

Ik'x/x//-nl ~ I ~c(x, m)l ~< const .n-~/2m ~ I ~c(x, m)[ (134) 

By Lemma 2, the right-hand side of (133) is O(n-~/2). This shows (124). 
We then integrate (124) to get (123). 
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